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Executive Summary

Thisdocument reports the achievements from tas& Tand presentrinciples andyuidelinesthat

drive the integration o&llthe HUMANcomponents developed during treetivitiesin WP2WPS5 The
concept of integration can beirther specified based owariouslevek: with specificreferenceto the
HUMANDplatform, the focus is ordatalevel and applicatiotevelintegrationand interoperability as

the integration process descridén thisdocumentaims at connecting different components and sub
systems, develogd by differentIT partnersof HUMAN to finally releasehe HUMANsystem that
behaves accordingly with the requirements expressed by the end (Bdr4) and implements the
architecture described in D1.htegration with other systems (busineksvel iniegration)or at Ul level

are out of scope.

The poposed methodologicaolutions allow the integration process to be a continuous one, able to
include new versions dhe existingcomponents which will be available during the execution of the
project,aswell as integratanew futurecomponents.

The objective of D1.4s to provide a document representiagimple user guidéor HUMAN IT partners

in the development of their components, to ensure easy integration with the rest of the system, but
alsofor thosewho will developa new service owantto integrate a new sensor device.

The architectural solutions which enables integration are explained and examples for integration of
components in the HUMAN architecture are providédolsand technologiesised to implement the
integration solutions betweerthe HUMANcomponentsare introduced with motivations for their
choice Moreover, the deliverable presents the testing procedures to checht ttihe integrated
solutionbehaves as expecteth terms of dataflow and functionality together withtest plars, test

beds anda bug reportirg tool.
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Acronyms

Acronym Explanation

ActiveMQ Apache Act i(wesddgihg &nhd Integration
Patterns server)

AMQP Advanced Message Queuing Protocol

API Application programming interface

BLE Bluetooth Low Energy

BVP Blood Volume Pulse

CRUD Create-Read-Use-Delete  functionalities for data
management

GSR Galvanic Skin Response

HTTP HyperText Transfer Protocol

HUMAN HUman MANufacturing

loT Internet of Things

ISO International Organization for Standardization

KIT Knowledge In Time (HUMAN service)

LWM2M Low machine to machine

M2M Machine to Machine

MCP message communication protocol

MQTT Transport or Message Queue Telemetry Transport

REST REpresentational State Transfer

Sl Shopfloor Insight Intelligence (HUMAN service)

SOAP Simple Object Access Protocol

STOMP the Simple (or Streaming) Text Orientated Messaging
Protocol

TCP Transmission Control Protocol

uuIiD Universally unique identifier

WOS Workplace Optimisation Service (HUMAN service)

WP Work Package
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‘ 1. Introduction

In this chapterthe purpose and context of this document are outlined, relations with activities in the

project are presented and the organisatiof the document is explained.

| 1.1 SCOPE

This deliverableeports the outcomes of activities executedTiask 6.1 of the HUMANProject, whose
objective is:édefine the integration principles and guidelines to be followed by the development
activities in WP2NP5to ensure that the final resultsf the specific WPs will be easily integrated. In
tight connection with T1.5, data formatnsuring interoperability as well as the infrastructure and
environments for the service delivery are defined, followimgerative and incremental approach. The
task will define methodology and technologies for continuous integragshpeds and bug reporting.
The testing procedures to check the correctness of the integrated solution are defihedxecuted
in T6.2.This task will set the scene for T6.2.
The purpose oD6.1is to providethe guidelines to ensure the successful integration of the WAHEZS
results into the industrial scenarios.
These guidelines consists of:

1. Clarification of integration levels to be achieved for the delivang customisatiorof the

HUMAN systen(ichapter2)

2. Integration solutions implementedh the HUMAN architecture: adoption of communication
brokers and API@&hapter2)
Methodology for the continuous integratiomvith operativeguidelines (chapteB)
Techndogies adopted to implement the integration solutiofthapter4)

Testing phases and guidelines for testiogapter,to be implemented and reported in D6.2)

o o & W

Information on where the integration solutions are deployed and how to access them
(Appendix A

With reference to point 2), it has to be clarified that these solutions are currenter development

in WP3 and they will be available for the integration to be completed by M20. This document presents
the draft status of API, data models, broker impkmtation that are in the scope of tasks T3.1, T3.2
and T3.3. Results of the integration activities will be reported in &ils for accessing the different
components of the architecture are shared by the consortium partners usimgbeiool pointingto

technical documentation, andgill be reported in a web page

Since HUMAN adopted an agile approach, aimed at providing different releases of components, which
NETtSOG I 0SUGSNI dzyRSNBGI YRAY3I 2F dzaSNRBRRisySSRa
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important to remark thatthe deliverableexplains how the presentesblutions allow the integration
process to be a continuous one, able to include new versions of theWH2 results, which will be

available during the execution of the projeaswell asnew future IT components

1.2CONTEXT

This deliverable provides a description of teehnical solutions developetd ensure the integration

of the variousHUMAN components that have been identifiedtlie architecture described in D4.
together with guidelinedo drivethe implementation of IT components in the four main technical WPs
(WP2, WP3, WP4 and WPH)e guidelinesintegrated with more technical details from T3will
supporttheir successful integration in the unigue HUMAN system thikbwideployedn the industrial
scenariosas will be planned and reported in D6.2.

In the first phase of HUMANhe expected audience db6.1are IT partners that arein charge of
developinghe technical results in WRPR/P] but, afterwardsthe integration guielines are expected

to be adoped also by otheexternaldeveloperghat may wishprovidenew service®r new hardware
devices (e.g. the ones feensingambient conditionsjo be integrated in the HUMAN system.

This deliverable sethe scene for task T6.2 and contents of deliverable Crded atreporting the
results of the deployment. The outcomes of the adoption of the integration solution and of the
integration testing will be also redirected to T1.4 to support the refinement@nsolidationof the

final HUMAN architecture that will be presented in D1.5.

{ J D6.1 Integration
S — Guidelines ‘

A 4

vy

Figurel: D6.1positioning in the overall project
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| 1.3STRUCTUREF THIS DELIVERABLE

The deliverable consists of the following sections:

)l

Section lintroducesthe objectivesof the document and its relation with other tasks and work
packages

Section 2:describes the selecteceéituresto ensureintegration and interoperabilityat the
level of data and application.

Section 3summarizes the adopted meiples supportingontinuous integratiorand defines
the integration guidelines

Section 4 provides an overview ofthe technologiesused for implementing the HUMAN
solution, underling the aspects enabling the integration

Sectionb: proposes strategy angblanning of integration tests.

Section 6delivers a brief introduction to the bug reporting tool Redmine

Section 7pffers conclusions on the work done so far and plans for the fugttter actions to

refine and finalise théntegration.

D6.1 Integration Guidelines Paged
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2. Features suporting integration and interoperability

2.1INTRODUCTION

The term integration refers to the process of linking together differdnthardware and software
systems through the use sbftware features and architectural solutionso that the resulting system
works together as whole, offering the expected behavidargeneral, four most common levels of
integration that an [Ibased system are the following:

1. Datalevel integration. Itrefers to solutions enabling the flow of data among different
applications hat need to share them and possibly to make available to other applications the
results of their elaborations on these data. It is usally definded at the level of database and
is composed of data batch transfer, data merging and replication, ETL ssl(fgtract,
Transform, Load)The most common solutions for addressing the datgel integration
consists of the definition of data formats and services that have control on the shared data, so
to avoid the risks of having multiple independent and diffito control accesses to the data.

2. Applicationlevel integration (referred to different applications at a functional leyellt is
usually obtained through the adoption of request / response paradigm or middleware tools
that enable communication and magament of data consolidaing and federaing
integration architecture.

3. Business procedsvel integration It refers to the integration of different IT assets (single
applications or systems) which resides in different locations of an enterprise andlsown
the Cloud, to implement the logical busines process of a Company or of an encosystem.
integration identifies how steps in a workflow are supported by IT assets and defined how to
orchestrate their interactions.

4. Presentationlevel integrationlt consists of the standardization of the user interfaces inside a
whole single common model, usually wbhsed portal. It was previously used to integrate
applications that could not otherwise be connected, but applications integration technology
has sine evolved and become more sophisticated, making this approach less prevalent.

The objective of D6.1 is to cover only the first two levplmiposeddata formats communication
servicesintegration methodology and technologiased to implement the integtéon are described
in this document.In particular, the main feature the main featuresipporting integration and
interoperability in the Human platform consists of: the modularity of the whole platform, the adoption

of a unique database repository for @athe use of the communication brokers. All this elements have

D6.1 Integration Guidelines PagelO
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been taken into account during both the concept and the design of the HUMAN architecture,
presented in details in deliverable D1Atsimplified version of il architecture is reported belown
Figure 2 with the specifiand restrictedgoal to underlire which the parts offerssolutions for the

integration.

@)
o |Pem:9xm—
]

<<component>> [ +

Service registry Security l-——u
<<component>>
? . N %

Legacy systems — 1T <<components> @)

B ™. Authentification
( % g <<component; [l

Connector to legacy Systen A L >

e S
<component> L] Uger <<component>> &)

Connector to Legacy System 8 <<component>> & Sesiion Manager
| <ccomponent>> &
L Prveey |

Figure2: HUMAN architecture with interoperabilityenabling elements

The circles irFigure2 highlight the three main integration elements: the iModels connedtonrthe
green circle) providing the unique access point to the HUMAN models (@atal integration), and

the two brokers that centralize thexehangeof data between HUMAMNore applications and external
applications ofoTdevicegapplicationlevel integration).

Note that themanual progranming of point-to-point interactions between twdT components has
been avoid even if it representdte easiest way to integrate applicatigritss of course a solution that
cannot support scalability of the system, as the addition of new modules will require developing

additional ad hoc integration solutions.

2.2 COMMUNICATION LARE

Consideringthe communication layersHUMAN architecture presentstwo brokers that provide

interfacerespectivelytowards the devices and the external application (i.e. the HUMAN services)

D6.1 Integration Guidelines Pagell
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2.2.1MQTT BROKER

In HUMAN context, loTeasorsprovidedatarepresening parameters of the physical environment and

of the worker.Thisflow of field datg measured byhysicdsensor deviceand coming into the HUMAN
system is managed bythe use ofa Machine to Machine (M2M}proker representing a lowevel
middleware (interface spotted byhe blue circle inFigure2). MQTT (Message Queue Telemetry
Transport) is a lightweight protocol based dmetpublish/subscribe pattern over TCP/IP protocol.
MQTT requires a broker (in this case the aforementioned M2M broker) to be present, distributing
messages to the interested subscribers based on the topic of the mesHagepresents a
communication protecol for use between client software on a M2M device and server software on a

management / service platform.

2.2.2EVENBROKER (KAFKA)

A specifidnterface allows system core components to communicate with hidgnegl components

the hightlevel middlewareifterfacedepicted insideghe brown circle in Figure 2inainly designed for
exchanging of data between HUMAN applicatiorensists of Kafka event broker. Kafka miblish
subscribe messaging systéhat maintains feeds of messages in topics. Produseite data to topics

and consumers read from topicBhe data exchenge mechanism implemented by the event broker is
based on definition and implementation of thmessage communication protocol (called HUMAN
MCP) Different types of messages are used on ltiheker, with the goal of structuring different types

of information. The structure of all the HUMAN messages is represented by a common schema.

2.2.3MESSAGE SCHEMA

Each message of the HUMAN MCP consists of a header part and a payloai@Briuses AVRO
Schena[1] to define the message schema and validiggesyntax.The messages are firstly encoded in
AVRO, and then serialized in Bindgach message consists of a header and a payload. The structure
of the header is the same fewery message: defining one single header implies that broker users share
the same definition of payloadnd can recognize the type of the messaghbis choice appears useful
for recording all events in a common format for later analysis and for easégin@, avoiding clashes,
etc. A versioned schema is defined for the header and each supported message type.

Message header provides information defining the payload: source of payload (key used for the
filtering of the data), timestamp / positiorinfo used for creating thekey of each data recordithin
the repository), type of payload and other optional fieltsstead, messagpayload data contain the

relevant characteristics of the message.
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The header part of a message contains metadata, whiclca@remon to all types of messages: (see

Tablel)

Tablel: Message schema header

Key Type Description
schema Integer Version number of the schemssed.
source String Identifier of the source system or source device send

the messages. For example, a serial number or a sif
persistent identifier should be used.
position_longitude decimal degrees Angular geographic coordinate spegihg north-south
position of a point on Earth's surfad@ptional field.
position_latitude decimal degrees Angular geographic coordinate spegihg eastwest
position of a point on Earth's surfaceOptional field.
session String UUID identifying the session for which the message
send. Optional fieldhat may be omitted if no session
active or if a session is not applicable (e.g., sensor).
instance String UUID identifying the case for which the message
send. Optional fieldhat may be omitted if no instance
active or if the message is not related to a particd

instance.

time Long (UNIX) Millisecondtimestamp of the source system(so, it
representghe time when the event happengd

type String The type of the message expressed in a reverse dot

name notation: "org.human.taskmodel”. The ty
determines the schema used to #tlecode the payload
of a message.
payload String The actual payload of the message. The schema usg
parse the payload is determined by the field '$type'.

Qustomized payloadsontainsspecificinformation about jobs, task, physiological data, support level,
stress head position etc. to beexchenged between Data Models and the Human components and
servicesCurrently, the followindypes of payloadhave been defined

A a{ Sa@aky) ¢

a W(Table3)

GTask (Tabled)

oPhysiological(Table5)

G { dzLIUTRNED) ¢

& { 0 NFabler)é

> > > > >

oParte (
A Table8)
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Table2Y a{ Saairzyé¢ YSaalr3asS LI efz2FR

Key Type Description
User String User
Operation String Operation that is executed

Table3Y & Wessagé payload

Key Type Description
basaPathUrl String
sceneName String
sceneBundleName¢ String

Table4: dTask message payload

Key Type Description
Operation String Operation that is executed: ["Start", "Complete"]
Taskld String Identifier of the task that the message refers to.

Table5: aPhysiologicad messagepayload

Key Type Description
Operation String Operation that is executed: ["Start", "Complete"]
Task String Identifier of the step thathe message refers to.
Id Sring Id of worker
TMP Sring Timestamp
HR Int Heart rate
BR Int Breath rate
ST float in temperature
Type
symbol "
BP UyPRI(];I'[, PRONE Body position
SIDE, UNDEF ]
Type
symbolg
AS STATIONARY, Ambulationstatus
MOVINGFAST,
MOVINGSLOWLY

Table6: & { dzLJLId$dne payload

Description
Level Number Level of detail requested for the augmented real
support from 0 to 10.

Table7: & {  NdBessagé payloafsingle measurement stress sensor)

Key Type Description
Stress String Level of stress.

D6.1 Integration Guidelines Pagel4
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Table8Y &t F NI¢ YvYSaal3asS Llefz2lR

Key Type Description
Operation String Operation that is executed

The Humanmess@e schema is managed@itlah

1. Each message payload is defined in a separatedifidéead ad Y 8 G SNE¥ YSaal3sS 02
information about the heademModification and updates can be madethe relative locafiles,
which have to be committed and pushed into the web repasy. Versioning is managed by Git
distributed version control systemadvanced features such dslly distributed operation
guarantees of content integrityusing cryptographic checksumsforeword and backword
compatibility control, etc. are providedThe developers caattach commens explaining the
changesln order to maintain a correct cloud / local synchronization between, checks and pulls of
the message schema updates from remote repository have to be executed.

2. A Java application performs the ngerof the single fragments into a whole message schema that
represents the effective reference schema for the messages exchanged into the Human
middleware

3. The generated message schema is then automatically pushedhatgoftware tool Schema
Registry(integrated within the broker Kafkayvhichis used to manage the serialization of the
messages.

As Kafka broker consists of a mltiannel system, each message type is assigned to a univocal topic
on which the information can be published and consum@drently, thecurrentlist of theavailable
topics is reported in the followindogether with the relativeexchangednessage type

A "EU_HUMANMANUFACTURING_1G#¢ for job message type
"EU_HUMANMANUFACTURING_PAdRI¢ for part message type
"EU_HUMANMANURN URING_TASKpic for task message type
"EU_HUMANMANUFACTURING_SUPRO®AJ for support message type
"EU_HUMANMANUFACTURING_STR&®STor stress message type
"EU_HUMANMANUFACTURING_PHYSIOLOGIGAST physiological message type
"EU_HUMANMANUREN URING_INTERVENTIOpNICt for interventionmanager output

> > > > > >

2.3DATA MODELS AND APIS

WP3 is in charge of designing and implementing Data Models, which are a representation of-context
related information shared by the HUMAN components. Such implementation mmesonsist only

of astructure to represent theselata, but alsoof the HTTPAPIto access themAPIs represent an
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element for datalevel interoperability, and are designed in order to provide to the core Component

the access to the data of the Models (about worker, factory, task, jobs, Atchrding to the work
package structure, T3.2 aims at formalizing the Datal®ls Instead,T3.3 will focus on the definition

and implementation of DB architecture and of APIs (called iModels APIs). As the scope of the
deliverable is to provide integration guidelines and not the details of the implementation, in the
current sectim an overview of the first release of the APIs are presented, together with their
preliminary definition. Further extensions to APIs will be proposed in D3.3.

RESTREpresentational State Transfapproach to implement APIs has been adopfElde REST isa
architectural style, and an approach to communications that is often used in the development of Web
services.Its decoupled architectureand lighter weight communicationbetween producer and
consumer,make REST a popular building style for clbadedAPIs, such as those provided by the

most common cloud provides. When web services use REST architecture, they are called RESTful APIs
(Application Programming Interfaces) or REST APIs. HUMAN platform is also based on the REST
approach, exposing the releviaantities of the data model and operating over them via HTTP verbs.

The REST approach grants easy to use and portable API, leveraging on the HTTP protocol, well known
by developers and widely supported on all platfor@e,HUMAN iModels APls are implented with

web serviceand useJSON data encodirigr information exchangeensuring high interoperabilityA

client or user is able tmvoke a web service by sending@ssage and then in turn gets back a response
message.

As already explained in deliverables D1.4 and in D3.2, data that are of interest for several components
are stored into a persistency solution and made available from a unique interface allowi@dRthB

(create, retrieve, update, delete) operatiarghe nterface provides a set of querigmplementing all

the requirements of the HUMAN servicésrstly, an overview ot structure of the data shared by

the HUMAN componentslefined as part of T3.2 tasis depicted inFigure3.
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the different components othe HUMAN systemequire on the shared datalhe final oneincluding

all the detailswill be included in D3.3[hedevelopedAPls are grouped in relation to the data of the

considered mode(worker, task, factory, everdnd interventiony main details are provided in the

following tables.

General detail®f the APIs

A
A

Format: JSON

Security issue: in order to assess to the datad®bAPIs, login is required. The calling of the

APl for the login allows the user the authenticationand the access to the APIs, with

permissions depending on the user type.

HTTHRequest: POST, GET, PUT, DELETE

Response typesHTTP status code$iTTP bod (When the specific required entity is not

found, empty JSON array is returned)

Table9: List of APIs for Worker data

Method HTTP request Description

GET /workers/workers Gets the list of information related to all worke

GET /workers/anthropometry Gets the information regarding th

anthropometry of workers

GET /workers/anthropometry/{workerld} Gets the anthropometry of a specific worke

Paraneters: workerld(string)

GET /workers/exoskeletonSetting§wor  Gets the exoskeleton settingelated to the
kerld} worker. Paraneters: workerld(string)

POST  /workers/startShift/worker/{workerl Publishes information in the system that Work
d}jobSchedule/{jobScheduleld}/wo (identified byworkerld startedJob(identified by
kPlace/{workPlaceld} jobld) on Workstation (identified by

workstationlD

POST  /workers/stopShift/worker/{workerl Publishes information in the system thaftorker
d}/jobSchedule/{jobScheduleld}/wo (identified byWorkerld ended his working shift
kPlace/{workPlaceld}

Tablel0: List of APIs foif askdata

Method HTTP request Description

GET /jobs/jobs Gets all the jobs
GET /jobs/jobsSchedulgstart}/{end} Gets the list of scheduled jobs. Parameters: s
date (tring) and end datestring)
GET /jobs/job/{jobld} Gets the information regarding a specific jg
Parametersjobld (string)
GET /jobs/job/{jobld}/ petrinet/{petrinetl  Gets a specifipetrinet related to a specific job
d} Parametrsjobld (string) andpetrinetld(string)
GET /jobsSchedulegetJobSchedulgjobS Gets the information related to specif
cheduleld} jobSchedule. ParametergbSchedulel@string)
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DELETE /jobsSchedule/{jobScheduleld} Removesthe information related to specific
jobSchedule. ParametergbSchedulelstring)
POST  /jobsSchedule/{jobScheduleld}/worl Associateshe Worker (identified byworkerld
er/{workerld} to a jobSchedule(identified byjobScheduleld
ParametersjobSchedulel@string) andworkerld
(string)
POST  /jobsSchedule/{jobScheduleld}/worl Associates the Workplace (identified
Place/{workPlaceld} workPlacel)l to a jobSchedule (identified b
jobScheduleld Parameters: jobScheduleld
(string) andworkPlaceldstring)
POST  /petrinet/upload Loads a petrinetParameterskey=file, valuefile
path to petrinet.pnml (xml)
GET / petrinet/{petrinetid} Cets a specific petrinet
GET ltaskshtasksSchedulet{start}/{end}  Gets a list of scheduled tasks. Parametetart
(long) andend(long)
GET ltaskshask/{taskld} Retrieves the information about a tas
Parameterstaskld(string)
GET ltasksivorkingTask{workerld} Retrieves the information abouttask executed
by the specific workerParameters:workerld
(string)
GET /tasks/advancelnJob/worker/{worke Returrs the task on which the specified work
rid}/job/{jobld} is currently working Parameters: workerld
(string), jobld (string)

Tablel1: List of APIs foFactoryand Devicedata

Method HTTRequest Description

POST  /devices/initializeDevice Initializes a device. Parametersiescription
(string), deviceType(int), serialNumber(long),
name(string)
GET /devices/getDevices Gets all devices present In database
GET /devices/getDevicesPendingReque: Gets all the pending requests regarding t
devices
POST  /devices/setDeviceData Parameters: id (int), topicStatus (string
topicintervention (string), uuidDevice (string
userSSL (string), passwordSSL (stdlegrtext)
GET /devices/getDeviceParameters/serii Gets all data regarding the specified devi
Number/{serialNumber}/deviceType Parametersname(string),uuidTypgString)
/{deviceTypeld}

GET /deviceTypes/getDeviceTypes Gets the device types present withdiatabase

GET /deviceTypes/getDeviceTypesPend Gets all the pendip requests regarding th
g devicetypes

POST  /deviceTypes/setUuidDeviceType Sets the uuid of the device type

POST  /workPlaces Parametersname(String) description(String)
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3. Continuous mtegration: principles andguidelines

3.1INTRODUCTION

The integration methodology proposed in this document is mainly based on the concepts of modularity
and interoperability, but it is also thought and designed for allowing a continuous protasilition

and integration of new components and delivery of functional and operational improvements,
minimizing the risk associated to the change. In general, continuous integration can be viewed as a set
of key features and practises, enabled by theichks at the level of architecture, technologies and
tools, aiming at reducing this risk and compressing the development lifegyoldl integration batch
sizes, comprehensive version control, modularity, bug reporting, etc.

At the application levelgconsidering the HUMAN platform, integration and continuous integration can
be exploited at two levels: the update or the introduction of arcémponent into the HUMAN core,

of an loT device (wearable device, sensor, etc.) or of a service.

Project partner software developers and, after the end of the project, external / new software
developers can progressively contribute to make HUMAN platform grown, adding and integrating
sensors, applicationand services. The following guidelines are designedafithorized software
developersNew applicationgan interact with the HUMAN core through the adopted brokers using
the relative broker clients and query backerso, a general requirement at the base of the integration
process is to allow the communication dmetmiddleware using Kafka clients. SW modulms also

interact withdatabase and other IT components using available HTTP Rest APIs

3.2USERS INVOLVED INTHE INTEGRATION PEGS

Given the continuous integration process defined and implemented in the Hyptadiorm, several
stakeholders are involved, each one with specific tasks, access permissions and authorizations. Firstly,
the actors assuming an active role in integration of devices, services-anthffonents, are identified:
A a1l ! al!b 5S@Ai0& =MaEegkhbieSNeikingdtihe integration of the loT devices
A dal!lalb {SNBAOS LINPJARSNE dzASNI I' {2 RS@OSt 2LX
integration of services
A al!alO2rtlRySyid LINRPOARSNE dzaSNI T {2 RS@St2LISN

integration of a IFTComponent (Models, Reasoners, etc.) into the Core of the HUMAN platform
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A al !l alb RSabiE 2 IBNNI I {2 RSOSt 2LISN) NBalLkRyaAiof
platform: this useiis allowed taomake specific implementation on the middlewaxerifiesthe

behaviour of the whole solutiorand coordinateshe deployment.

| 3.3ADDITION OF A NEWRBHCE WITHIN HUMANATFORM

The present section provides specifications goatielineghat drive a SW developer along the process

of integrating a new service intti¢ Human platform.

| 3.3.1SPECIFIC REQUIREMENT

The specific requirements related to the integration of new services are reported as follows:
A Kafka client librarycurrent Kafka versiof.11.0.2- related to the programming language used
for SW developing
A (MQTTclient library related to the programming language used for SW developing)

>

HTTP Request composer (e.g. Posti@iretc.) or your own developed code to call HTTP API
A Wi-Fi internet network(in case the production deployment tife Human core isstantiated

on a server)
A Access and use of threeb-based Gitrepository manage6Gilab and theproject management

web applicatiorRednine (ref. chapterd.1for further detail of these technologies)

3.3.2WEB ADDRESSES / AREEOINTS OF THE REIRT DEPLOYMENT

EachHumanend-user will have a specifigroductiondeployment, so the listed access asspsits
are referred to the current deployment on HOLONIX server
A Middleware Ul addressittp:/ns3370643.ip37-187-92.eu:22006/
A Kafka broker address: tcp://ns33706433j3-187-92.eu:22007
A MQTT brokeraddress tcp://mqtt1.holonix.biz ; port 8883
A

APIlsnd point https://human.holonix.biz/models/api(this end point has to be concatenated
with the specific APl names in order to call the provided APIS)
A Gitlab repositories oHuman SW developments (middleware, data model, core, intervention

manager, whole platformhttps://gitlab.com/humanufacturing/integration

A Gitlab repository of Human nssage schemdattps:/gitlab.com/humanufacturing/messaging

3.3.3INTEGRATION GUIDHEESN

The addition of a service in Human platform can requniteroperabilityat three different level:
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1. Integrationwith middleware(paragrapi3.3.3.1)
2. Integration with the data modgparagrapi.3.3.2
3. Integration with an 10T deviogaragrapt.3.3.3

3.3.3.1INTEGRATION WITH HHGEVEL BROKE&RFKA

The following stepmustbe executedfor the integration withhigh-levelbroker (Kafka) in case a new
componen needs to produce/consume messages:
1. Ly OFrasS 27F ySg al | a! bdHygAMNddvEdpeaddi® JA RS NE  dzd S NI
a. The access to HUMAN project repository on Gitlab
b. Authentication credential for Redmine
c. ! dZiKSYyGAOFiAz2y ONBRSYdGAlt F2NJI GKS ol O1SYR
2. Accesshe Gitlabrepositorywith the files containing althe partitions of the message schema
3. Verify theexisting partitions omessage schemdf the new IT service requires a new type
eventand messagecreate a new file defining the structure thfe new payloacas®ciated to
that event/ messagethen checkits compatibility with theother schema partitions and with
previous schema versiothe Human wholemessage schemautomatically evolvesnerging
all the message schema partitions.
4. Download from Kafka confluentthe Kafka client related to the programming language used
for developing your component.
5./ dzAaG2YATS @&2dzNJ YIFF1l Ot ASyidyY ONBIFGS | &aLISOAT
defined in HUMAN project, by importing the message schema in AVRO (@deample of
customized listener class created in Java development environment is reported ir) figure
6. Upload your customized Kafka client on HUMAN code repository on Gitlab
7. Download / Clone the Kafka client from Gitlab repository in your local directory
8. IMLR2 NI GKS YFF1l OftASydG Ayid2 I aLINRB2SOG¢ 27F @
Eclipse, IntelliJ, etc.)
9. Download / Clone the message schema fi@itlabrepository in your local directory
10.LYLR NI GKS YSaalr3asS aodKSY!l devebpngentenvidnde® @6 OG0 ¢ 2 1
in Eclipse, IntelliJ, etc.)
11.wSIAAGSNI 82dzNJ | OO02dzy i 2F &l !spebifctHTARSARIPOBIS LINE O A

the registration

1 https://cwiki.apache.org/confluence/display/KAFKA/Clients
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12.Aska 1 ! a! b RS@St asei$oNUpdat® tié piiddlewareand to providea new
detection moduleinto the HUMAN core (if it is required)
13.! @ HUMAN developer adminto set and configure the intervention manager in order to
define and publish on the defined Kafka broker topic the intervention required by the service
The docker compose of @#tHUMAN core on Gitlab and the central deployment are updated.
14. If the choice is to work with a Human local deployment, download from Gitlab repository the
Docker compose of the Huma@ore otherwise use the online central deployment.
15.[ 23AY | a &S alDNR CBASRNGNE  dzA SNJ Ay (2 gpeiicHTTRP a! b Lt
APIfor the login
16. Run a unit test that opens a connection to Kafka, produces and consumes an event for testing
17. In your own software project implementing your service, create the dependerto Kafka
client project and to the message schema project and start the development of the new service
GKFG O2yadzySa RIGF 2y GKS (G2LAO a9! wl ! a!ba! b
18. The dHUMANR S @S f 2 LISd¢ds anR dokfigures the intervention manager in order to
define and publish on the defined Kafka broker topic the intervention required by the service
19. Make specific tests on your SW module implementing the new service
20. Create a Docker image for your Humservice and upload it on Gitlab repository so that the

can be added to the Human platform Docker compose.
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public abstract class Listener implements MessagelListener<String, ByteBuffer> {|
private static final Logger LOGGER = LoggerFactory.getlLogger(MessageListener.class);

private MessageFilter messageFilter = new MessageFilter();

abstract public void onMessage(Message message);

a0verride
public void onMessage(ConsumerRecord<String, ByteBuffer> record) {
Message message = new Message();

try {

message = Message.fromByteBuffer(record.value());
} catch (IOException el) {

throw new RuntimeException(el);
}

ConsumerRecord<String, Message> consumerRecord = new ConsumerRecord<String, Message>(record.topic()
record.partition(), record.offset(), record.key(), message);

if (this.messageFilter.filter(consumerRecord)) {
LOGGER.info("Received message "+ consumerRecord);
onMessage(message) ;

} else {
LOGGER.info("Filtered out message "+ consumerRecord);

}

the messageFilter
public MessageFilter getMessageFilter() {
return messageFilter;
}

Jun
’ messageFilter
the messageFilter to set

public void setMessageFilter(MessageFilter messageFilter) {
this.messageFilter = messageFilter;

Figure4: Screenshot of Java listener class customizing the Kafka client.
Notes

1. For some programming languages (elgva), a customized version of the Kafka client is
already available in HUMAN code repository on Gitlab

2. ltis possible to change Kafka end point in the configuration file

3. The next evolution of the HUMAN platform will regards the issues of security and user
authentication, with the expected adoption of SSL client certificates in order to establish the
connection to Kafka brokeinstantiated on the centratloud deployment of the Human
platform: it will be possible to download an SLL key from a link of thielieivare frontend
and use it to configure the used Kafka Client

4. Procedure for the implementation of push notification to the loT devices is on going

3.3.3.2INTEGRATIONFANEW SERVIGETHDATABASE, DATA MADER OTHEHRCOMPONENTS

1. Call the available HTTP RAStls provided by data model or other IT components in order to
access information about Worker, Factory, Task, etc.
Notes
1. List of available APIs and the relative documentation will be available on Redbeineerable

D3.3 will describes data model implentation and APIs.
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3.3.3.3INTEGRATIONFANEW SERVIGHTHTHE IOT DEVICE&8QTT)

The following steps are to be follow@dcase a new serviceeds tocommunicatewith the lot devices
throughMQTT
1. Downloadfrom the webthe MQTT client library related to the programming language used
for developing your service
2. LYLRNI GKS avee Of ASy( dofiwardldledspment éndironmentt LIN2 2 S
(e.g. in Eclipse, IntelliJ, etc.)
3. In your own software project implementing your service, create the dependencies to MQTT
client project and start the development
4. If central development is used, sitte MQTT addres®©therwise, in case of local deployment
of the HUMAN Coreset the address dahe local host
5, 55800 k &a4StS0OG GKS avee G2LIAO 2y SKWHOK GKS

Json formato the device through the topic using MQTT library functions

| 3.4 ADDTION OF A NEW IOT\DEENITHIN HUMAN PLATFMIR/IA MQQT

The present section provides specifications and guidelines that drive a SW developer along the process
of integrating a new device into the Human platform. Considering Human architecture, the logdevi

have to measure and send sensor data to the sensing layer of the Human core using a MQTT broker

| 34.1SPECIFIREQUIREMENTS

0T device with firmware, host environment and wireless interface communication
MQTT client library compatible with the device
HTTP Bguest composer (e.g. Postman, etc.) or your own developed code to call HTTP API

Wi-Fi internet networlk{allowingsensordatacommunication

o k~ w0 N E

Access and use of tlveeb-based Girepository managegitlaband theproject management

web applicatiorRedmineg(ref. chapter4.1for further detaik of these technologies)

3.42WEB ADDRESSES / AREEOINTS OF THE REIRT DEPLOYMENT

Gitlab repository of Human message schetgps://gitlab.com/humanufacturing/messaging

Each HUMAN endser will have a specific deployment, so the listed access assess points are referred
to the current deployment on HOLONIX server

A MQTTbroker address: tcp://mqtt1.holonix.biz
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A MQTT broker port: 8883

A APIs end pointittps://human.holonix.biz/models/api(this end point has to be concatenated

with the specific APl names in order to ¢a# provided APIS)
A Gitlab repositories oHuman SW developments (middleware, data model, core, intervention

manager, whole platformhttps://gitlab.com/humanufacturing/integration

34.3INTEGRATIOGUIDELINES

1. In case of newHUMAN device providéraska | ! a! b RS@St 2LISNJ  RYAY
a. The access to HUMAN project repository on Gitlab
b. Authentication credential for Redmine
c. 1 dzZiKSyGAOlGAzy ONBRSYGALFEE F2NJ G0KS oF 01 SyR
2. Configurethe new IoT device settintpe possibleparametersconcerning the MQQT
3. Download and install on the device host the related MQTT client (usually a library) for data
exchange and management
4., wSIAAGSNI @82dzNJ I O02dzy i 2F al | adifib HTRESAPAPOST LINE A F
the registration
5. [23AYy & al!al!b RSGAOS LINE CtheRebliic HORR SANPOSY G 2
for the login
6. Register the new loT device into the HUMAN platfamd getthe labels of the two topics that
will allow resgctively the publishing of data on MQTT (sensor data) and the consuming of data
(intervention data, if required) calling thelatedHTTP API
7. Setthe MQTT address in your device host environment
8. Define in your device host environment the specific methods MQTT connection /
disconnection, listening a topic, publishing and consuming data.
9. If possible, implement on your device an app with a basic femat enabling the user to
manage MQTT connection / disconnection of the device
10. Make specific tests on yoloT device.
Notes
1. Use a HTTP Request composer (e.g. Postman, etc.) or your own developed code to call the

available HTTP Rest APIs
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3.5ADDITION OF A NEMCOMPONENWITHINTHE CORE GFJMAN PLATFORM

3.5.1SPECIFIC REQUIREMENT

A The specific requirements related to the integration of new services are reported as follows:
A Kafka client librarycurrent Kafka versiof.11.0.2- related to the prgramming language used
for SW developing.
A HTTP Request composer (e.g. Postman, etc.) or your own developed code to call HTTP API
A Wi-Fi internet network (in case the production deployment is instantiated on a server or in
case of use of the central deploymteof the Human Core for testing / development)
A Access and use of the wddased Girepository manager Gitlab and the project management

web application Redmingef. chapterd.1for further details of these technologies)

3.5.2WEB ADDRESSES / AGCESINTS OF THE CERRDEPLOYMENT

Each Human endser will have a specific production deployment, so the listed access assess points
are referred to the currendeployment on HOLONIX server.

1. Middleware Ul addressttp://ns3370643.ip37-187-92.eu:22006/

2. Kafka broker address: tcp://ns33706433@B-187-92.eu:22007

3. APIs end pointattps://human.holonix.biz/models/api{this end point has to be concatenated

with the specific APl names in order to call the provided APIs)
4. Gitlab repositories oHuman SW developments (middleware, data model, core, intervention

manager, whole platformhttps://gitlab.com/humanufacturing/integration

5. Gitlab repository of Human message schehttps://gitlab.com/humanufacturing/messaging

3.53INTEGRATION GUIDEESN

1. Ly OFrasS 27 QO8%LRBYSglb LABNANEBSNGDeE RV A Y ¢
a. The access to HUMAN project repository on Gitlab
Authentication credential for Redmine
c. AuthenticatonONBE RSY GA L f F2NJ 0KS ol O]l SYR ¢AUGK NZRf
2. Access the Gitlab repository with the files containing all the partitions of the message schema
3. Verify the existing partitions of message schema. If the new IT service requires a new type of
event and message, create a new file defining the structure of the new payload associated to

that event / message, then check its compatibility with the other schema partitions and with
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previous schema version: the Human whole message schema automaticdligsenterging
all the message schema partitions.

21. Download from Kafka confluentthe Kafka client related to the programming language used
for developing your component.

22./ dzai2YAT S @&2dzNJ YIFI F{I Ot ASyidGyY ONBLIGS hémad LISOA T
defined in HUMAN project, by importing the message schema in AVRO codec (an example of
customized listener class created in Java development environment is reported in figure)

23. Upload your customized Kafka client on HUMAN code repository on Gitlab

4. Dowrload / Clone the Kafka client from Gitlab repository in your local directory

5 LYLR NI GKS YFF1l OftASydG AydG2z | aLNR2SOG¢ 27
Eclipse, IntelliJ, etc.)

6. Download / Clone the message schema from Gitlab repositorgunlgcal directory

7.LYLRNI GKS YSaal3daS aOKSYlF Ayd2 | aLINB2SOGE 27
in Eclipse, IntelliJ, etc.)

8. wWSIAAAGSNI 282dzNJ) | OX U Y SgE AINPOARSNE dza SNI OF f €
POSTor the registration

9. Ifthe choice is to work with a Human local deployment, download from Gitlab repository the
Docker compose of theurrentHuman Core; otherwise, use the online central deployment.

10.[ 2 3 A MUMAR ITcamponent providet dza SNJ Ay (2 GKS | kespecific LI I 0 F 3
HTTPRAPIfor the login

11. Run a unit test that opens a connection to Kafka, produces and consumes an event for testing

12. In your own software project implementing your service, create the dependencies to Kafka
client project and to the message schepraject and start the development of the new service
that consumes data on the desired topic. Call the available HTTP Rest APIs provided by data
model or other IT components in order to access information about Worker, Factory, Task, etc.

13. Make specific tsts on your SW module implementing the newcbimponent.

14. Push the software project of the new Humancdmponent on Gitlab repository, so that the
relative Docker imagean be automatically generated, saved and, thafiged to the Human

Core Docker compose

2 https://cwiki.apache.org/confluence/display/KAFKA/Clients
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‘ 4. Technologies supporting the integration

This section describes the tools used to implement the integration solutions between HUMAN
components that have been introduced above.
Therefore, there are two groups of technologies:

9 Technologies for datategration

1 Technologies for application integration

4.1 TECHNOLOGIES FORAMIITEGRATION

The following table briefly summarizéise technologies used to suppothe implementdion and
deployment of APIs of applications of the HUMAN platform, in otdeenaire the continuous

integration when new versions are implemented and deployed.

Tablel2: Technologies supporting APIs deployment

Technology Description and enables for integration

Java Docs Tool that parses the declarations ardbcumentation comments in a set
source files and produces a set of HTML pages describing the classes, inté
constructors, methods, and field§he releasing of API should be documen
by Javadoc tool and the pages generated will be exposed thrduotgrnet,
mainly Javadoc offers some annotations that will allow us to describe
functionalities and the APIs that we have to implemdfgatureenabling the
integration: APls documentatio(a first version will be upload on Redmin

according to thesvolution of works of Task 3.5)

Netflix ~ Eureka REST (Representational State Transfer) based service that is primarily
Service registry the cloud for locating services. Its main scope is to store information like s¢
description and calling piat, in order to easily retrieve and expose them. It a
can manage the versioning of the registered services allowing the us
retrieve a specific version (when available). This tool does not directly cg
services on behalf of the users, it canly store and retrieve the servic

information. Feature enabling the integration: possibility for service clig

and/or the routers to discover the location of service instances; APIs versi

management; global APIs storage.
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| 4.2 TECHNOLOGIES FEHPLICATION INTEGRAY

This section summarizes the technologies used to support the application integration between

HUMAN components.

Tablel3: Technology supporting application integration

Technology Description and enables fontegration
MQTT ISO standard (ISO/IEC PRF 20922) pedlisscribebased messaging protoc

and works on top of the TCP/IP protocol. It is designed for connections
remote locations where a "small code footprint" is required or the netw
bandwidth is limited. The publissubscribe messaging pattern requires
message broker. Feature enabling the integration: communication through

level broker.

Kafka Fault-tolerant publishsubscribe messaging system, based on topics. A toj
basically a FIFQFirst In First out) list of events, in which producers put tk
messages and consumers read the data. The capacity of each list is decl
topic definition. Clientserver communication is implemented with a simp
high-performance, language agnosfti€CP protocol. This protocol is version
and maintains backwards compatibility with older version. Kafka clients
available in many programming languagé€afka implements publisbubscribe
protocol, it can deliver messages, persist and duplicate timeonder to manage
the scalability. All messages written to Kafka are persisted and replicat
peer brokers for fault tolerance.Feature enabling the integration

communication through event broker, scalability and ofseurce.

Schema registry Toolthat manages schemas using Avro for Kafka events, enabling users tc
edit, or reuse schemas for the required data. With schema ver
management, data consumers and producers can evolve at different
Moreover, data quality is greatly improvethrough schema validation. TH
schema registry exposes API in order to manage message schema throu

queries. The URL of the current deployed server of schema regis

https:// human.holonix.biz/middleware/api/schemegistry. Schema registry
Ul, i.e. the user interface allowing to edit, manage the schemas through
interface component, is currently deployed and reachable at the following

https://human.holonix.biz/middleware/schemeeqgistry-ui/#/

D6.1 Integration Guidelines Page32


https://human.holonix.biz/middleware/api/schema-registry
https://human.holonix.biz/middleware/schema-registry-ui/#/

# ® HUman MANufacturing

Workplace

Apache AVRO

Data serialization systenl@awing data to be seHdescribingSchema Registig
integrated with Kafkaso that Avro schemasan bepassedWo & NXB 1
Basically, when data are produced, the record and the schema can be pas
data input but this approach does not appear efficient. So, the solution ado
consists of associating a topic to a specific schema: in this way, cersamd
producers can know the schema of the record received/sent retrieving
reference of Avro schema (associated to the top@erheadis minimized

Featureenabling the integration: interoperability, data serialization.

Kafka proxy rest

Toolis pat of Confluent Open Source and Confluent Enterprise distributi
The proxy provides a RESTful interface to a Kafka cluster, makinggit tea
produce and consume messagehblot all the components are able {
produce/consume data directly from Kafka,daeise Kafka is based arCP
protocol. S0 KAFKA REST PROIEY's the possibility to consume/produce dal
through http protocol. 1 offers also a set of functionalities that allow
subscribe topics, create consumer groupestc These functionalities are
implemented by Kafka in TCP protocol and are also available through httg
thanks to Kafka proxyeatureenabling the integration: interoperability, HT

protocolfor producing/consuming messages.
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‘ 5. Integration testing plan

Given theproposedprocessof IT component integratiofi3] inside the HUMAN system, integration
tests representifundamental activityn orderto verify that
A Componentsan be added to the system without introducing issues in other parts of the system
A Anyinterfaces or APIs changed or added by ¢teenponentshave the expected behaviouand

the componentsare able tointeract with therest of thesystem
According to the objective of defining an agidevelopment methodologyand to the strategy of
continuous integration, lhthe componentghardware devices or servicesill not be available fothe
integration at the same time, but the system vk graduallybuilt up as newcomponentswill be
developed and integrated into the syste®o, vihen a new feature is released from integration testing,
allthe functionalities of that featurewill be tested.Atesting strategy has to beéefined together with
the designof a planfor the HUMAN integration test$ntegration testingrepresentsthe lag stage of
systemtesting, leading on from unit testing. Integration testingn be executed adoptindifferent
approachesThe bottomup approach described within the previous sections will be followed in the
order to define the tests, whose specificatiand design are in appendix. Test implementation will
be reported within the deliverable D6.2. The integration tests will be implemented by Holonix and their
scope is to ensure the righehaviour of the whole system.
Basically,liereare two major ways focarrying out an integration teste. the bottom-up method and
the top-down method. Bottoraup integration testing begins withnit testing followed by tests of
progressively highelevel combinations of unifscalled modules or builds. In tegiown integation
testing, the highestevel modules are tested first and progressively lovemel modules are tested
after that. Bottom-up testing is usuallgerformedfirst. Giventhis scenaripthe integrationtesting plan
of HUMANhas been organizeth 4 different phases, staimg from the lowerlevel modules and
progressively goingp to test the highedevelones. Each phase corresponds to a specific level within

the tree presented inFigure?)
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Figure7: Bottom-up integration testing approach

Thisapproachis further detailedwithin the next sectiondnstead, a proposal of the testing procedures

is reported inAppendix C

5.1 TESTING PLAN OVERVIEW

This section providehe planfor the testing activities to be executed order tocheck thesucces®f
the integration phasgwhereasthe executionand the analysi®f the testswill be reportedin detailin
deliverable D6.2However, somef theseproposedtests- the onesnecessary to make a preliminary
working assessmenbf the integration solutionpreviously introducedcommunication brokers and
iModels APIs)have already beeaxecutedor started

In the following table the various phases of the testipdanare characterized in terms of objective,

involved component andtatus

Tablel4: Integration testing plan

Phase name tested integration Involved componentsand Status
partners
P1 MQTTinterface Collection of data fronand Wearables (Holonix) Passed
testing pushingto the sensing layer Exo(SSSA/IUVO)

Sensing Layer (Holonix)

P2 Integrationof Sensing layeshareghe data Sensing Layer (Holonix)  On-going

sensing layer  through theKafka event broker Event brokel(Holonix)
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with Kafka in order to make them available
interface to the other components
P3 Kafkainterface  Testingthe integration between Models (Holonix) Ongoing
integration with  Kafkaevent brokerand the Sensing layer (Holonix)
services other HUMANcomponents Intervention manager
(Supsi)
KIT (UCL)
EXOs (IUVO)
WOS (LMS)
P4 iModels testing Integration between APl and  Intervention manager Planned
services (Supsi)
KIT (UCL)
EXOs (IUVO)
WOS (LMS)
Sl (Sintef)
5.2PHASE 1

The scope of this first phase is to gather sensors data and send them to the sensingHayefore

the integration betweerwearable and sensing layer based on the use of the developed MQTT broker
is taken into account: the collected raw data will be sent through the broker and will be consumed by
the sensing layer.

Integrationtests are planned as reported ithe followingtable

Tablel5: Integration test phase 1

Testname Sender (responsible  Receiver (responsible Testdata
partner) partner)

P1.1 Devices WearableqHolonix)  Sensing Layer Physiological
Sensing layer (Holonix)
testing

P1.2 Devices Exo Sensing Layer Exo_Upperlimb
Sensing layer  (SSSA/IUVO) (Holonix)
testing
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Within this step, an integration tedtas been planned in order toheck that the sensors data are
correctly gathered Note thatthe usedlibrary strictly depends on e technologyof the wearable
device.
In thisstep,the integration between Empatica 4 and Smartwatch Huawei Watch=2defined using
EmpalLinK5] library that is able to:

1 Connect to ad manage one or more Empatica &dvices via Bluetooth Low Energy (BLE)

1 Receive redime raw data from the connected devices, such as Galvanic Skin Response (GSR),

Blood Volume Pulse (BVP), and accelerometers

1 Receive computed data derived from raw data,tsas interbeat intervals (IBI)

5.3PHASE 2

The second phase provides the integration test between the sensing layer and Kafka, after aggregating
and enhancing the data through sensing layBensing layehas to share the data through the
middleware in order to make them available to the oth&components.

The currenfphasecanbe performedonly after executing and completing the first onés particular,

it consists of @Postman test that will be executed in order to obtain data and evaluate the expected
behaviour through Kafka.

Note thatPostman isa user interface platform that allosthe developers to build AMTTRequests

and testAPls The produced scriptfor test canbe exmrted in JISONormat and exchanged between
developers

Holonix is the only project partner involved in testing phase 2.

5.4PHASE 3

The thirdtesting phase that is more complex thathe previous onesfocuses onthe integration
between Kafka and the rest 6flUMANcomponers. In particularthe integration of KAFKA with two
categoriesof componentss taken into account
1. Core modules

1.1. Models

1.2. Sensing layer (see the previous phase in order to get more information about the integration

of this component)

1.3. Intervention manager
2. Sevices

2.1.KIT

2.2. EXOs
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2.3. WOS
2.4. KSN
2.5. Sl
Pleaseaefer tothe deliverable D1.4 in order to get more details about $specificcomponents.
The next suksections contain the testing plan concerning the integration between the previous listed

components and Kafk@he patmers involved within this phase areported in the following table.

Tablel6: KAFKA enabled integrations to be tested

Sender (responsible  Receiver (responsible Test data

partner) partner)

Sensing Layer Al Models Physiological

(Holonix) (SUPSI

KIT(UCL) Middleware Jobs, Task, etc.
(Holonix)

Intervention manager SII(SINTEEFBensing  Intervention
(SUPSI Layer(Holonix) KIT
(UCL), EXO (luVvO),

WOS (LMS)

5.4.1CORE MODULEXAFKANTEGRATION

Theseplannedintegration testshaveto be executedwithin the core module oHUMANsystem.

The different steps a

- From Kafka to models, about their integration.

- Between models and Kafka, in order to ensure that the models are able to consume and publish data
on Kafka.

- Between Kt&a and Intervention manager, aiming at verifying the expected behaviour of the

intervention manageiafka integration.

5.4.2SERVICEXAFKANTEGRATION

Thisintegration step willaim at checkng that the services are able to produ@ad consume data

to/from Kafka
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| 5.5PHASE 4

The last phase of integratiotesting is focused on the AP$ used by the servicesfor each API, a

procedure for testingts availability and functionalitieill be developed and executed.

Tablel7: integration testing plan: phase 4

Sender (responsible  Receiver (responsible Test data HTTPS Query
partner) partner)

Persistency layer Exo Worker getWorkers
(Holonix) (IUVO) Factory getAnthropometry

getExoskeletonID

getExoskeletonSettings

Persistency layer KIT Worker LoginUser

(Holonix) (UCL) Task LogoffUser
DoesUserNeedToReview]
binfo
GetJobDifficultPoints
GetJobTargets
GetJobDescription

Persistency layer WOS Worker getWorkers

(Holonix) (LMS) Task getLTIPrompts

Event getAssessments

getAssessmentResults
getTask

getAsset

getAssetList

putAnalysisResults

Persistency layer Sl Task getJobs
(Holonix) (SINTEF Event getJobSchedule
getTaskSchedule

getAllTaskScheduled
getNet

getEvents
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getErrors

getissues

Partnersand components involved within thigestingphase as for the integration of the preliminary
version of the AP]sre listed within the followingoreliminarytable. The table will be updated when
new APIs will be releaséd implement new queries, as requestdy the refined versions of the

HUMAN components
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‘ 6. Bug reporting

Redming6] has been chosen in order to report the bdetected in theHUMANplatform, during the
integration testing phases

Redmine is a fre@pen source, welbbased project management and issue tracking tool. It allows users

to manage multiple projects and associated subprojects. It provides tools for project wikis and forums,
time tracking, and flexible, rolbased access control. It also igtates various version control systems

and includes a repository browser and viewer.

During the testing and validation phases, it will be offered to the end users to report bugs detected in
their specific installationsThe testing and validation activideconducted in each industrial scenario

will be managed as projects, where activities are testing activities and it is possible to associate issues

detected during the testing.

6.1 REDMINE OVERVIEW

After logging in, the user can select a project (amongatteessiblg in the upper right section and can

get a page similar tthe one shown irFigure8.

| Issue tracking % Subprojects

Figure8: Redmine form

The Project overview can provide to the logged uber main informationabout the whole project.

On left upper side in théissue trackingarea, it is possible to get a preview about how many tasks are
open and closed for each tracker specified for theojgct. The dMemberg area allows the
management of the users and their access privilegiethed_atest news areg, it is possible to seall

the latest news for the particular project.

By clicking on the individual items, such as "issuie$8 possibé to visualize the reported "issues”,

together withtheir current status, their priority, thassignediuser, etc. Going into the details of the
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"issue”, the user can access additional information, such as from description or file attachments useful

for soling the problem.
To insert a new issue, the udeave toclick on thed+€ button at the top left and fill the fields necessary

for reporting, as shown in the screen bel@igure9).

HUMAN

New issue

Subject * |

Descripion |y |y g ¢ mmmw = B 3w

Files | Scegi file | Nessun e salezionato

Create || Creale and continue | Preview

Redmine

Figure9Y { ONB Sy 2F (KS aLaadsS¢ GFro &aONBSy 2F NBR

An issue could be tracked as a bfunctionalitythat isobject of interest for the HUMAN project

This is the URL to thecurrent deployed solution calleR al dzyl yis: L ¢¢€
https://redmine.holonix.biz/projects/humanit

DAGSY (KS daodaA LINR2SO0Gé¢ 1 dzYly L¢x | adzouseRa2S0i
case (AirbusCOMAUand ROYORgllowing project partnes to track their testingactivity and report

problems, errors and unexpected behaviours of the syst@npartners will receive, natifications of

reported issuesrom Redmineand will be authorised to manage them.
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‘ 7. Conclusions

Task 6.1 worked on the definition of the integration principles and guidelines to be followed by the
development activities in WPR/P5 to ensure that the final results of the specific WPs will be easily
integrated.

These integration principles have indeed guided also the design of the HUMAN architecture presented
in D1.4, that leverages on the adoption of communication solutions and data interoperability principles
to avoid implementing ondo-one integration solutias and thusimproving the scalability and
maintainability of the HUMAN system.

The expected readers of D6.1 are both the IT partners that are in charge of developing the technical
results of the current project, and all the other developers that will pteview hardware devices or

new services to be integrated in the HUMAN platform.

In addition to the presentation of the integration principles, the document presents a plan for the
execution of integration testing. Some of the planned tests have already éeecuted to check the
readiness of the interfaces to which existing as well as new HUMAN components have to integrate.
The other phases will be completed as soon as the HUMAN components will be ready in their first
version, thus to conclude the first tegration by M20. After M20, the continuous integration
methodology illustrated in Section 5 of this deliverable will be put in place in Task T6.4 (Continuous
Improvement), to integrate new versions of existing components as well as new components, thus

potentially extendingeven after the end of the project.
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Appendixes

‘ Appendix A. Current access points and URL

> > > > > >

> >

Middleware Ul addressttp://ns3370643.ip37-187-92.eu:22006/
Kafka broker addresscp://ns3370643.ip-37-187-92.eu:22007
MQTT broker: addregsp://mqtt1.holonix.biz; port 8883

APIls addressittps://human.demo.holonix.biz

Schema registry deploymettittps://human.holonix.biz/middleware/api/schemeegistry

Schema registryUl deployment: https://human.hdonix.biz/middleware/schemaeqistry
ui/#/

Gitlab HUMAN code repositohttps://gitlab.com/humanufacturing/

Redmine deploymentittps://redmine.holonix.biz/projects/humatit

Appendix B. Current HUMAN repositories on Gitlab

Repository for the Kafka clientsttps://gitlab.com/humanufacturing/messaging/1710

messageclient-kafka

Repository for message schentditps://gitlab.com/humanufacturing/messaging/schemas

Repository for Human servicettps://gitlab.com/humanufacturing/integration/session

service

Repository for the Human Corettps://gitlab.com/humanufacturing/integration/human

core

Repository for the middlewardattps://gitlab.com/humanufacturing/integration/middleware

Repository for the data model ingrhentation:

https://qgitlab.com/humanufacturing/integration/datamodels

Repository for MQTT brokehnttps://gitlab.com/humanufacturing/integration/mosquitte

docker

Repository for guidelinesittps://gitlab.com/humanufacturing/integration/quidelines
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‘ Appendix C. First proposal of testingrrocedures

A first proposal of testing procedwsdor integration is reported. It will be updated, modified and
implemented (Task 6.2) according to effective integratampects Each test is identified with an
alphanumeric code (ID), composed of more subssiray suffix indicating the integration testing, a

substring indicating the object or the domain of the testing and an incremental number.

C2NJ Of F NAFAOFGAZYS LX SH&asS O2yaAiARSNI GKS F2ff28Ay3
1. IT=Integration Test

3. APITM=Task model

4. 01= Incremental number

APPLICATION INTEGRAY TEST

KAFKA

Legend: IT (Integration Test), K (Kafka) and incremental number compose the ID

Table18 SESSION/ JOB_REQUEST/ JOB_RESPONSE/ TASK

Integration  Input Condition Input Expected behaviour

test Id description format

ITKO1 Session (Header.Type = AVRO System produces an event cohere
(Type) Payload) with the request through

JOB_REQUEST topic, JOB_RESF
topic, TASK topic
ITKO2 Other Header.Type = AVRO No Event
(Type)Payload

Table19: PHYSIOLOGICAL/STRESS/INTERVENTION

Integration Input Condition Expected behaviour

test Id description

ITKO4 Physiological (Header.Type = AVRO - System produces amvent
(Type) Payload) through STRESS tor

- System produces an evel
through INTERVENTION topi
ITKOS Other (Header.Type = AVRO No Event
(Type) Payload)
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MQTT

Legend: IT (Integration TesIQTT(MQTT and incremental number compose the 1D

Table20: PHYSIOLOGICAL DATA

Integration Input Condition Input Expected behaviour

test Id description format

ITMQTTO4 Physiological Device ID is Json - System produces an event throug
present {ew9 {{ YT

- System produces an event throug
Lb¢e9w+9bc¢Lhb YI -
ITMQTTOS5 Physiological device ID is No event through Kafka
missed

DATA INTEGRATION TES

TASK MODEL APIS

Legend: IT (Integration Test), API (API), TM (Task model) and incremental number compose the ID

Table21: GETUOBS

Integration test HTTP verb ' Input Condition  Expected

Id description behaviour
ITAPITMO1 GET Void We expectto
get alist of jobs

Table22: GEDOBSCHEDULE

Integration test HTTP verb Input Condition Expected
Id description behaviour
ITAPITMO2 GET Start: Start < End | We expect taget
timestamp s list of job
End: instance
timestamp scheduled in &
certain
timeframe.
ITAPITMO3 GET Start: Start > End | We except to get
timestamp an error
End: exception
timestamp YySaal3as
start date is
0AIIASNI

D6.1 Integration Guidelines Page46



# ® HUman MANufacturing

Workplace

Table23: GETTASKSCHEDULE

Integration HTTP Input Description Condition Expected

test Id verb behaviour
ITAPITMO4 | GET JobSchedule. Existing We expect to
JobSchedulel&tring| JobScheduleld get the tasks
scheduled for g
specific job
instance

ITAPITMO5 | GET JobSchedule. JobScheduleld is | We expectthe
JobSchedulet&tring| null error exception
Orempty message
O2y il Ay
parameter
values are nul
or empty,
please insert
correct

LI NJ YSi
ITAPITMO6 | GET JobSchedule. Not Existing We expectthe
JobSchedulet&tring| JobScheduleld warning
message
containing

G ¢ KSNB
results
corresponding
to parameter
values  within
0KS RI

Table24: GETALLTASKSCHEDULED

Integration HTTP verb Input description  Condition Expected

test Id behaviour
ITAPITMO7 GET TaskSchedul8tart: | Start < End | We expect to
timestamp list of job
End: timestamp instance
scheduled in ¢
certain
timeframe.
ITAPITMO8 GET TaskSchedul8tart: | Start > End | We except to
timestamp get an error
TaskSchedulEnd: exception
timestamp YySaal s
start date is
bigger than
9y RE

Table25: GETNET

Integration testld  HTTP  Input Condition Expected

verb description behaviour
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ITAPITM10 GET | Job. Jobld is null We expecthe
Jobld:String Or empty error
exception
message
containing
Ge¢KS
parameter
values are nul
or empty,
please insert
correct

LI NJ Y S {
ITAPITM11 GET | Job. Not Existing Jobl{ We expecthe
Jobld:String warning
message
containing

G ¢ KSNB
results
corresponding
to parameter
values within
0KS RI

Table26: GETTASK

Integration HTTP verb  Input description Condition  Expected

test Id behaviour
ITAPITM12 GET Tasktaskld:String| Existing We expect to
taskld get the
information
about a task
ITAPITM13 GET Task taskld is null We expectthe
taskld:String Or empty error
exception
message
containing
G¢KS
parameter
values are nul
or empty,
please insert
correct

LI N YS i
ITAPITM14 GET Task Not Existing We expectthe
taskld:String taskld warning
message
containing

G ¢ KSNB
results
corresponding
to parameter
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values within
theRI G o0

Table27: GETIOB

Integration test HTTP verb  Input Condition Expected behaviour
Id description
ITAPITM15 GET Job. Existing We expect to gethe
Jobld:String | Jobld information about a
job.
ITAPITM16 GET Job. Jobld is null | We expectthe error
Jobld:String | Or empty exception messag
O2y il AYyAYy

parameter values arg
null or empty, please

insert correct

LI NJ YS i SNJ

ITAPITM17 GET Job. Not Existing We  expect the
Jobld:String | Jobld warning message

O2y il AYyAYy

no results

corresponding to
parameter  values
GAOGKAY (K

Table28: GETWORKING@ASK

Integratio HTTP verb Input Condition Expected

ntestId description behaviour
ITAPITM18 GET Worker.Workerl| Existing We expect to gel
d:String Workerld the task on which
the specified
worker is currently

working

ITAPITM19 GET Worker.Workerl| Workerld is| We expect the
d:String null error  exception

Orempty message

O2y G AYyRAy
parameter values
are null or empty,

please insert
correct
LI NI YS{S)
ITAPITM20, GET Worker.Workerl| Not  Existing We expect the
d:String WorkerID warning messaggt

O2y G AYRAYy
iS no results
corresponding to
parameter valueg
within the
RFEGFol aSss
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Table29: ADVANCHEN JOB

Integration Input description  Condition Expected behaviour
test Id
ITAPITM21 | GET Worker.Workerld | Existing We expect to pblish
String Workerld to the system that
and the worker advancec
JobJobld:String Existinglobld a stepin the job. It
returns the new task
to accomplish.
ITAPITM22 | GET Worker.Workerld | Workerld is null | We expectthe error
. Or empty=0 message containin
String or G4¢KS LIl
JobJobld:String | Jobldis null or| values are null o
empty empty, pleasensert
O2NNB OGO LI
ITAPITM23 | GET Worker.Workerld | Not Existing We  expect the
String WorkerID vyarning messagg
OrnotExisting |O2Yy ul AYyAY
JobJobld:String | JobJobld:String | no results
corresponding tg
parameter  values
within theR I G I 0

Table30: NEWJOB

Integration Input description  Condition Expected behaviour
test Id
ITAPITM24 | GET Worker.Workerld | Existing We expect to pblish
String Workerld to the system that
and the worker started a
JobJobld:String Existinglobld new job. Returns the
first task of the new
job.
ITAPITM25 | GET Worker.Workerld | Jobldis null We expectthe error
. Or empty message containin
String or 6 ¢KS LIt
JobJobld:String | Workerld is null | values are null or
Or empty empty, please inser,
O2NNBOUG LI
ITAPITM26 | GET Worker.Workerld | Not Existing We  expect the
String WorkerID vyarning messagg
OrnotExisting |O2Yy ul AYAY
JobJobld:String | JobJobld:String | no results
corresponding tg
parameter values
GAOGKAY (K
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EVENT, INTERVENTIGM®DFACTORY MODEL

Legend: IT (Integration Test), API (API), FM (Factory model) and incremental number compose the ID

Integration

Table31: GETASSET

Input description

Condition

Expected behaviour

test Id
ITAPIFMO1

GET

Asset.Assetld
String

ExistingAssetld

We expect to
retrieve information
such as descriptiol
status, 3D ang
positioning

information

regarding an assel
An asset can be
tool, a resource, 4
workstation.

ITAPIFMO2

GET

Asset.Assetld: Strin

Asset.Assetld
String is null
Or empty

We expectthe error
message containin
G¢KS LIt
values are null o
empty, please inser
O2NNBOG L]

ITAPIFMO3

GET

Asset.Assetld: Strin

Not Existing
Asset.Assetld

We expect the
warning  messagg
O2y il AYyAYy
no results
corresponding  tg
parameter  valueg
gAOKAY @K

Table32: get Calibration

Integration Input description  Condition
test Id
ITAPIFMO4 | GET DevicelD: UUID Existing We expect to
WorkerlD: UUID DevicelD retrle_ve the settings
/ calibration for the
And o .
specified device an
Existing specified worker
WorkerID
ITAPIFMOS | GET DevicelD: UUID DevicelDis null | We expectthe error

WorkerID: UUID

or empty
Or

WorkerlID is nul

or empty

message containin
G¢KS LJI

values are null o
empty, please inser
O2NNBOUG LI
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ITAPIFMO6

GET

DevicelD: UUID
WorkerID: UUID

Not Existing
WorkerID

Or not Existing
DevicelD

We expect the
warning  messagg
O2y iUl AYyAYy
no results
corresponding  to
parameter  values
gAUOKAY (K

Table33: GETEVENTS

Integration Input description  Condition Expected behaviour
test Id

ITAPIFMO7 | GET Start: timestamp | ExistingJobld We  expect to

End: timestam And retrieve the events

' P Start < End for a certain

Source: String timeframe.

Jobld: UUID Matching a _certam
source criteria ang
job criteria

ITAPIFMO8 | GET Start: timestamp | (Jobldis null We expectthe error

End: timestam Or message containin

' P lis empty) G¢KS LIk

SourceString And values are null o
) Start < End empty, please inser
Jobld: UUID 52 NNB OG L.

ITAPIFMO9 | GET Start: timestamp | Not Existing We  expect the
o Jobld warning  messagge

End: timestamp And 02y Gl AyAY

Source: String Start < End no results

Jobld: UUID corresponding  to
parameter  values
GAOKAY (K

ITAPIFM10 Start: timestamp | Start > End We except to get ar
L error exception

End: timestamp vEEAF3SY

Source: String date is bigger thar

Jobld: UUID Y Re

Integration

test Id

Table34: getErrors

Input description

Condition

Expected behaviour

ITAPIFM11 | GET Start: timestamp | ExistingJobld We  expect to
End: timestamp And retrieve the errors
Start < End recorded for a

Jobld: UUID certain timeframe.

ITAPIFM12 | GET Start: timestamp | (Jobldis null We expectthe error
End: timestamp Qr rpessaqe containin

is empty) a¢tKS LJI
Jobld: UUID And values are null o
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Start < End

empty, please inser
O2NNBOU L

End: timestamp
Jobld: UUID

ITAPIFM13 | GET Start: timestamp | Not Existing We  expect the
o Jobld warning  messagg

End: timestamp And O2y it AYAY

Jobld: UUID Start < End no results

corresponding  tg

parameter  valueg

GAUGKAY (K

ITAPIFM14 Start: timestamp Start > End We except to get ar
error exception

YySaal 3sy
date is bigger thar
9y RE

Table35: GETISSUES

Integration Input description  Condition Expected behaviour
test Id
ITAPIFM15 | GET Start: timestamp | ExistingJobld We  expect to
End: timestamp And retrieve _ the
' Start < End reported issues
Jobld: UUID recorded for &
certain timeframe.
ITAPIFM16 | GET Start: timestamp | (Jobldis null We expectthe error
End: timestamp Qr rpessaqe containin
' is empty) atKS LJI
Jobld: UUID And values are null o
Start < End empty, please inser
O2NNBOG L]
ITAPIFM17 | GET Start: timestamp | Not Existing We  expect the
. Jobld warning  messagg
End: timestamp And 02y Gl AYAY
Jobld: UUID Start < End no results
corresponding  tg
parameter  values
GAUKAY (K
ITAPIFM18 Start: timestamp | Start > End We except to get af
L error exception
End: timestamp VvEEAF 3SY
Jobld: UUID date is bigger thar
9y RE

Integration

test Id

Table36: GETINTERVENTIONEETAILS

Input description

Condition

Expected behaviour

ITAPIFM19 | GET Type: String ExistingType We  expect to
retrieve information
about the
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intervention

prompts. For the LT
which have to be
assessed by th
engineer, The
prompts should

include but not be

limited to:

timestamp of
prompt, area
affected, task

affected, trigger
reason, priority /
importance.

For the STI it can
include the cause
the affected worker,
and the effective
command string for

the device
ITAPIFM19 | GET Type: String Typeis null We expecthe error
Or message containin
is empty G¢KS LIt

values are null o
empty, please inser
correctLJr NJ Y S

ITAPIFM20 | GET Type: String Not Existing We  expect the
Type warning  messagg

O2y il AYyAY

no results

corresponding  to
parameter  values
GAOKAY (K

Table37: GETINTERVENTIODETAILS

Integration Input description ~ Condition Expected behaviour

test Id

ITAPIFM21 | GET InterventionID: Existing We expect to
UUID InterventionID | retrieve the

intervention detail
for the specified
intervention.
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ITAPIFM22 | GET InterventionID: InterventionID | We expectthe error
UuID is null message containin

Or G¢KS LJt

is empty values are null o

empty, please inser
O2 NNBEOG LI

ITAPIFM23 | GET InterventionID: Not Existing We  expect the
uuID InterventionIlD | warning  messagg

O2y Gl AYyAYy

no results

corresponding  tg
parameter  values
gAUGKAY (K

Table38: GETworker DETAILS

Integration Input description ~ Condition
test Id
ITAPIWMOL | GET Workerld: UUID Existing We  expect to
Workerld retrieve the list of
anthropometric

measures of thg
specified worker

ITAPIWMO2 | GET Workerld: UUID Workerldis null | We expectthe error
Or message containin
is empty G¢KS LIk
values are null o
empty, please inser
O2 NNBEOG LI
ITAPIWMO3 | GET Workerld: UUID Not Existing We  expect the

Workerld warning  messagg
O2y il AYyAY
no results

corresponding  tg
parameter  values
GAUKAY (K
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r)

| WORKER MODEL

Legend: IT (Integration Test), API (API), WM (Worker modelparamental number compose the ID

Table39: GETWWORKER

HTTP Condition

Integration
test Id
ITAPIWMO4

verb
GET

Input description

Workerld: UUID

Existing
Workerld

Expected behaviou

We expect to
retrievethe details
about thespecified

worker.

ITAPIWMO5

GET

Workerld: UUID

Workerldis null
Or
is empty

We expecthe error
message containing
G¢KS LI N
values are null or
empty, please inser
O2NNBOG L

ITAPIWMOG

GET

Workerld: UUID

Not Existing
Workerld

We expecthe
warning message
O2y il AYyAYy
no results
corresponding to
parameter values
within the

RFEGFol a

Table40: START SHIFT

Integration HTTP Input description ~ Condition Expected behaviour
test Id verb
ITAPIWMO7 | GET Workerld: UUID Existing We  expect to
i Workerld publish the
Jobld: UUID Andexisting | information in the
Workstationld: Jobld system that Worke
UUID Andexisting | G2 2 NJ SNL R
Workstationld | W2 0 a W2 o
Workstation
Gz 2Nl adl d
(aka: SessionStart)
ITAPIWMO8 | GET Workerld: UUID Workerldis null | We expectthe error
) Or message containin
Jobld: UUID is empty Ge¢eKS LIk
Workstationld: Jobldis null | values are null o
uuibD Or empty, please inser
is empty correctLJr NI Y S
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Workstationldis

null
Or
iS empty
ITAPIWMO9 | GET Workerld: UUID Not Existing | We  expect the
. WorkerID warning  messagg
Jobld: UUID Oor O2y il AyAy
Workstationld: Not Existing | no results
uuibD Jobld corresponding  to
Or parameter  values
Not Existing | withintheR I { | 6

Workstationld

Table41: STOP SHIFT

Integration HTTP Input description ~ Condition
test Id verb
ITAPIWM10 | GET Workerld: UUID Existing We  expect to
. ) Workerld publish the
Workstationld: And information in the
UuID Existing system that Worke
Workstationld | a2 2 N] SNL R
his working shift
(aka: SessionEnd)
ITAPIWM11 | GET Workerld: UUID Workerldis null | We expectthe error
Workstationld: Or message containin
UUID empty a ¢ K S parameter
Or values are null o
Workstationldis | empty, please inser
null O2NNBOUG LI
Or
empty
ITAPIWM12 | GET Workerld: UUID Not Existing We  expect the
. ) WorkerlD warning  messagg
\l’JVSIr'E‘)Sta“O”'d' Or not Existing | O2 y G I Ay A Y
Workstationld | no results
corresponding  to
parameter  values
GAUKAY (K

Table42: UPDATEHIFT

Integration HTTP Input description ~ Condition Expected behaviour

test Id verb
ITAPIWM13 | POST | Workerld: UUID Existing We  expect to
s Workerld receive messagq
newStatus: String And o2y it Ay g
system with
information  about
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=)

European
Commission

newsStatus the workerhas been
String is notl dzLJRI (i SR¢
(null
Or empty)
ITAPIWM14 | POST | Workerld: UUID Workerldis null | We expectthe error
e Or message containin
newStatus: String is empty 4 ¢KS L3
values are null o
empty, please inser
O2NNBOG LI
ITAPIWM15 | POST | Workerld: UUID Not Existing We  expect the
e WorkerlD warning  messagg
newStatus: String 02y Gl AYAY
no results
corresponding  to
parameter  values

withintheR I (i | 6
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